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Let E be a Banach space. If the closed balls in E are a compact system, then for
every E-valued strongly ,u-measurable random variable X, and every nondecreasing
t/J: [0,00) --+ [0, 00), there exists an x E E minimizing Jt/J(iIX - xii) d,u. If
t/J(x) = xP, I <p < 00, and E is strictly convex, then the operator Tp , assigning to
each X the best approximating x E E, is linear, if and only if the underlying
probability space consists of at most 2 atoms, or p = 2 and E is a Hilbert space.

INTRODUCTION

Throughout this paper (n, .#,IJ) denotes a probability space. (E, II II) is a
Banach space; for x E E and r ~ 0, B(x, r) is the closed ball centered at x
with radius r. For 1~p < 00, LiJl, E) denotes the space of equivalence
classes of strongly IJ-measurable E-valued functions with f I/XIIP dlJ < 00. In
the first section, C/J is always a nondecreasing continuous function with
C/J(O) = 0, C/J: [0, (0) -. [0,(0). A sufficient condition for the existence of
solutions of the following approximation problem will be given: If X: n -. E
is a strongly IJ-measurable function, find x E E such that f C/J(lIX - xiI) dlJ =
inflf C/J(I/X - yll) dlJ: y E E}. For convex C/J this is a special case of a more
general approximation problem considered in [1] and [2]. The results for the
special case in this paper are valid for a larger class of Banach spaces E,
including L cspaces, and the loss function C/J is more general. In the second
section we restrict ourselves to strictly convex Banach spaces and
C/J(x) = IxI P, 1 <p < 00. Except for rather trivial probability spaces the
operator Tp: LiJ1., E) -. E, assigning to each X E Lp(p, E) the best approx­
imating constant, is linear, if and only if p = 2 and E is a Hilbert space. For
E = IR the linearity of projection operators with respect to II lip has been
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investigated in [4, 6]. The additional result in this paper is: Linearity of T 2

implies that E is a Hilbert space. Finally, the relation between the Bochner
integral and the approximation by a constant is discussed.

1. EXISTENCE OF BEST ApPROXIMANTS

The following facts about compact systems of sets will be needed. A
system 'Iff of subsets of a set M is called compact, if 'Iff has the finite inter­
section property, i.e., if ~ c 'Iff and n~ =1= 0 for every finite subsystem of
'lffo' then n 'lffo =1= 0. The following remark is an easy consequence of a
theorem of Alexander [3, Theorem 5.6].

Remark 1.1. If 'Iff is a compact system, then the system r('Iff) of
arbitrary intersections of finite unions of elements of 'Iff is the system of
closed sets of a topology on M. Endowed with this topology, M is a quasi­
compact space, i.e., r('Iff) is a compact system.

A Banach space is said to have the intersection property (IP), if {B(x, r):
x E E, r > o} is a compact system. The following theorem shows that (IP) is
a sufficient condition for the existence of best approximants.

THEOREM 1.2. Let (Q,.xI', fJ) be a probability space, E a Banach space
with (IP), C/J: [0, 00) ---+ [0, 00) a nondecreasing continuous function with
C/J(O) = 0. For every strongly fJ-measurable function X: Q ---+ E, there exists
x E E with f C/J([IX - xii) dfJ = inf{f C/J(IIX - ylD d.u:y E E}.

Proof Let e = lim t -+ oo C/J(t). W.l.g. we assume that d :=

inf{f C/J([IX - yll) dfJ:y E E} < e. Choose e > °such that (1 - e)(e - e) > d,
if e < 00, (1 - e) e- 1 > d, if e = 00. Choose K> °such that fJ{IIXII ~ K} ~
1 - e, and M > K, such that C/J(M - K) ~ e - e, if e < 00, C/J(M - K) ~ e- 1,

if e=oo. For yEE with Ilyll>M holds fC/J(IIX-yll)dfJ~
(1 - e) C/J(M - K) > d. Therefore inf{f C/J(IIX - YII) dfJ: y E B(O, M)} = d. Let
r be the coarsest topology on B(O, M) with all B(x, r) n B(O, M), x E E,
r> 0, as closed sets. Since (IP) is fulfilled and, according to 1.1, (B(O, M), r)
is quasi-compact. We will show now that the function G: B(O, M) ---+ [0, 00 ]

with G(x) = f C/J(IIX - xii) dfJ is lower semicontinuous (l.s.c.). Put GL(x) =
f C/J<lIX - xiI) l!llXlI";Ll dfJ for L > 0. Then G(x) = sup{GL(x): L > O}, and it
suffices to prove that GL(x) is l.s.c. for L > D fixed. The sets B(x, r) n
B(D, M), x E E, r> °are closed under r, whence the function x ---+ Ilx +yll is
l.s.c. for every y E E. If a j > ° and X j E E, i E IN, are given, then X---+

LjeN ajC/J(llxj - xii) also is l.s.c.. Thus for every countably valued random
variable Y the function GL,y(x) = f C/J(II Y - xii) IIIIXII";L) dfJ is l.s.c,. This
proves the theorem for countably-valued X. For general X we have to show
jx E B(O, M): GL(x) > a} is r-open for a E IR, so assume GL(XO) = a +e for
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some XoE B(O, M), e >0. Since (/> is uniformly continuous on compact
intervals, there exists () >° such that °~ t ~ L +M, It - s I~ () implies
I(/>(t) - (/>(s)/ < e/2. There exists a countably valued random variable
Y: {} -+ E with IIX - YII ~ () p-a.e.. Then follows I(/>(IIX - xiI) ­
(/><lIY-xll)l<e/2 on the set {wE{}:IIX(w)II~L} for all xEB(O,M).
Thus, IGL.y(x) - GL(x)1 < e/2 for all x E B(O, M). Hence: {x E B(O, M):
GL(x) >a}:::J {x E B(O, M): GL,y(x) >a +e/2}, and this last set is open and
contains xo'

It follows from the above proof that the condition of 1.2 can be weakened
for the case of a countably- or finite-valued random variable X.

Remark 1.3. Let 1= N, or 1= p,...,n} for some n ~ 2. Let X =

I:iEf Xi I A . with Xi E E, Ai E.;;1'. If '&'«XJiEf) = {B(xi , r): i E I, r > O} is a
compact I system, then there exists x E E with f (/>(IIX - xII) dp =
inf{f (/>(IIX - YII) dp: Y E E}.

In the following remarks the assertions of 1.2 and 1.3 are discussed in
some special situations. The case n = 2 in 1.3 is simple.

Remark 1.4. For x" x2E E '&'(x" x2) is always a compact system.
Hence, for a i >°and every (/> there exists x E E such that a l (/>(11 XI - xii) +
a2(/>(lIx2- xii) = inf{a , (/>(11 XI - ylI) +a2(/>(llx2 - yll): y E E}. Moreover, it is
easy to verify that x can be taken as AX, + (1 - A) X2 with some AE [0, I].

The following example shows that the situation is more complicated if
n~3.

EXAMPLE 1.5. Consider the space 1R 3 endowed with the norm II(ai)11 =
I:t=llail. Set U 1 = (0,0,0), U2 = (1, -I, 0), U 3 = (1,0, -I). Then elementary
calculus implies that u=(I,O,O) is the unique solution ofI:t=,llui -uI1 2 =
inf{I:t= I II ui - v 11 2

: v E 1R 3
}. Let H = {(a i) E IR 3: I:t= I ai = O}. It is obvious

that there exists u'EH with I:t=,llui-u'112=inf{I:t=,lIui-vIl2:vEH}.
Since U tl. H, holds d:= I:t=lllui - u'11 2 > 3 = I:t=,llui - u11 2

• Choose e >°
with 3(1 + e)2 < d. After these preliminary remarks, we define a Banach
space E as follows: Let CI = c2= c3 = I, and (ck k;'4 be a bounded strictly
increasing sequence with c4= e- I

• Define E = {(a i) Ell: I:iENaici = Of, and
II(ai)11 = I:iEN lail· The boundedness of (ci) implies that E is a closed
subspace of II' Let ej , j EN, be the standard basis of II' Define Xi E E,
i = 1,2,3 by XI = 0, X2= el - e2, X3 = el - e3 • Assume that there exists
x = (a i) E E with I:t=lllxi _x1l 2= inf{I:t=,lIx i - y112: y E E}. If ai = °for
all i~4, then Lt=,lIxi-xI12~d, but y=e l -ee4EE fulfills
I:t=lllxi -YI1 2=3(I+e)2<d. Therefore, there exists some j~4 with
aj,*O. Then z=x-ajej+ajcjcj-+\ej+1EE and I:t=lllxi -zI1 2 <
I:t=,lIxi -xI1 2, since (C i)i:>4 is strictly increasing. Hence there exists no
xEE with I:t=,llxi-xIl2=inf{Lt=,llxj-YI12:yEE}. According to 1.3,
'&'(x" x2, x 3) is not a compact system in this example.
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The assumption "'it'(x 1 , ••• , x n) compact for every n ~ 2 and all
Xl'"'' X n E E" is not strong enough to imply the existence of best approx­
imants for countably valued random variables.

EXAMPLE 1.6. If E = co' the system 'it'(xl''''' x n) is always a compact
system, but the system of all closed balls in Co is not compact. Take
n = IN U -IN and define a probability measure /.ll g(il) by /.l(±n) = 2 -n - 1.

If X: n -+ Co is defined by X(±n) = ±e 1 + 2en , n E IN, and 4J is a strictly
convex function, then there exists no x E Co with f 4J(IIX - xii) d/.l =
inf{f 4J(IIX - YII) d/.l: Y E co}.

The following remark shows that there are many spaces, which fulfill (IP).

Remark 1.7. (i) Every dual space has (IP).

(ii) Every weak-*-closed subspace of a dual space has (IP).

(iii) If there exists a linear projection n: E ** -+ E with lin II ~ 1, then E
has (IP).

(iv) For every a-finite measure space (E,Y, v) L1(v, IR) has (IP).

Proof (i) and (ii) follow from the weak-*-compactness of closed balls in
dual spaces.

(iii) If 'it' = {B(x j , r;)} is a system of closed balls in E, then define
B'(x j , r j)= {y E E**: Ilxj - yll ~ rd. If every finite subsystem of 'it' has
nonvoid intersection, then by (i) there exists x' E nB'(x j , r;). Then x =
n(x') En B(x j , r j ).

(iv) For E=L1(v,lR) E** can be identified with the space of
bounded additive set functions on Y, which vanish on /.l-null sets [7,
Th. 2.3]. For every p E E* * let n(p) be a v-density of the a-additive part of
the Yoshida-Hewitt decomposition of p [7, Th. 1.23]. Then n: E* * -+ E is a
linear projection with Ilnll ~ 1. Hence (iii) implies (iv).

2. LINEARITY OF BEST ApPROXIMATION WITH RESPECT TO II lip

In this section we will assume that E is a strictly convex Banach space,
and that (IP) is fulfilled. Then, for every probability space (il, ~,/.l) and
every p E (1, co) we define an operator Tp : LiJI, E) -+ E by



APPROXIMATION OF RANDOM VARIABLES 179

Since E is strictly convex and (/J is a strictly convex function for every
p E (1, 00), TpX is uniquely determined by (2.1).

THEOREM 2.2. Tp is linear if and only if
(a) [} is the union of 2 fJ-atoms, or

(b) p = 2 and E is a Hilbert space.

Proof. 1. Let AlEsi', i= 1,2, be disjoint sets with [}=AIUA z, al =
P(A I), and XI E E for i = 1,2. Using 1.4 and differential calculus, we obtain

Tp(x I IAt +x z IA) =PIXI +pzxz

with PI=aU(a~+a~) i=I,2, r=(p-1)-I. (2.3)

(2.3) clearly implies that Tp is linear, if (a) is fulfilled.

2. If (b) is fulfilled, then Tp is linear, since Tp = Tz is a projection on a
closed subspace of the Hilbert space LzVt, E).

3. Assume that (a) is not fulfilled and p> 2. There exist disjoint sets
AlEsi', i=I,2,3, with al=fJ(At»O and [}=A I UA zUA 3 • Put
r = (p _1)-1. W.J.g. we assume a; + (1- a3)' ~ a~ + (1 - al)' for i = 1,2.
Take an arbitrary X E E - {Of and define XI = xl A; for i = 1,2. According to
(2.3) we have TpX j = PIX, i = 1, 2, with PI = aU(a~ + (1 - aly), and
Tp(XI+Xz)=px with p=(a l +az)'/(a;+(I-a3y). O<r< 1 implies
a~ + a~ > (a l + az)', and therefore PI + pz ~ (a~ + a~)/(a; + (1 - a 3y) >p.
This inequality shows that Tp is not linear. The case 1 <P < 2 runs
similarly. -

4. Assume that (a) is not fulfilled, p = 2, and Tp is linear. Let AI E sI',
i = 1,2,3, be as in 3. For i = 1,2,3 put AI = aJ(a l + a z). We will show

AI Ilxlll
z

+ Azllxzll
z
~ AIAzlix l - xzllZ + IIAlx l + Azxzll

z

for all X I' X z E E. (2.4)

Define: Co = inf{c > 0: For all XI' Xz E E holds AI Ilxlll z + Azllxzll z
~

AIAzllxl-xzllz+cIIAlxl+Azxzllz}. Let xpxzEE be given. Take x 3 =
-Aj""I(AIXI +AzXz) and X=L:t=lxI1Aj' Then (2.3) and the linearity of Tz
imply TzX=O. For aE (0, 1] put Ya =a(Alxl + AzXz)· According to (2.1),
we have L:t=1 Alllxlll z

~ L:t=1 Alllxl - Yall z. This is equivalent to:

Alllx11l
z

+ Azllxzll
z
~ AI IIx l - yall

Z
+ Azllxz _ yall Z

+ (2a + a
Z
A3) IIAlx l + Azxzll

z
. (*)

Putting a=1 in (*), we obtain Alllxlllz+Azllxzllz~AIAzllxl-xzllz+
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(2+A3)IIAIXI+A2X2112. Hence, Co:S;;;2+A3<OO. Starting from (*) and
using the definition of co' we can write

Al IIxI I1 2+ A211x211 2

~ AlA211(xl - Ya) - (x2- y a)11
2

+ Co IIAl(XI - Ya) + A2(X 2- Ya)1I 2+ (2a + a 2A3) IIAlxl + A2X211 2

= AIA211xI -x211 2+ (co(l- a)2 + 2a + a 2A3) IIAlxl + A2X211
2.

Whence we have for every a E (0, 1]:

Co ~ co(l- a? + 2a +a 2A3 •

This implies Co ~ 1, which proves (2.4). The fact that E is a Hilbert space, if
(2.4) is fulfil1ed, is stated in the fol1owing proposition.

PROPOSITION 2.5. If (2.4) is fulfilled for some Ai> 0 with Al + A2= 1,
then E is a Hilbert space.

Proof We show first

IIxI I1 2+ IIx211 2= I!Ylxl + Y2X2112 + IIY2XI - ylx211 2

for al1 xl' x2 E E; with Yi = AV2 for i = 1,2. (2.5)

If x I' x2 E E are given, then using (2.4), we obtain

IIxI I1 2+ IIx211 2= Al II y1
lxI I1 2+ A211 Y2 1X211 2

~ AIA211Ylixi - Y21x2112 + IIA Iy11xI + A2Y2 1X211 2

= IIYlxl + Y2X2112 + IIY2XI - YI X211 2.

An application of this inequality to YI = YIXI + Y2X2 and Y2 = Y2 Xl - Y1X2
instead of XI and X 2 , yields the converse inequality.

Next we prove

Ilx - yll = Ilx + yll => Ilx - yyll = Ilx + yyll for aJl x,y E E;

with Y = (1 +YI)!(1 - YI)' (2.6)

If x,yEE are given and Ilx-yll=llx+yll, then we apply (2.5) with
XI = X - Y and X2= (1 - YI) Y21X + (1 + YI) Y2 1Y. After a short computation
we obtain Ilx - yyll = Ilx + Yyll. Since y> 0, yoF 1, (2.6) implies that E is a
Hilbert space, according to [5] (I I)'

The fol1owing corol1ary is an immediate consequence of Theorem 2.2 and
(2.3).
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COROLLARY 2.7. TpX = f X dfJ. for every X E Lip, E), if and only if

(a) n is a fJ.-atom, or the union of 2 fJ.-atoms and p = 2, or

(b) p = 2 and E is a Hilbert space.

In the general case the relation between the Bochner integral and best
approximation by a constant can be stated as follows.

Remark 2.8. If E is a strictly convex Banach space, then the Bochner
integral is the unique linear continuous operator T: L I (P, E) ~ E, which
fulfills

for every fJ.-measurable X: n ~ E, which attains only 2 values.

Proof From (2.3) and the linearity of T follows TX = f X dfJ. for every
finitely valued fJ.-measurable function X: n ~ E. Then TX = f X dfJ. for every
X ELI (P, E), since T is continuous.
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